
Liming Wang
limingw@csail.mit.edu | Personal Website | Google Scholar

RESEARCH INTEREST
multimodal language acquisition, unpaired multimodal learning, generative models, statistical learning theory

EDUCATION
University of Illinois Urbana-Champaign Urbana, IL
Doctor of Philosophy, Electrical and Computer Engineering, GPA: 4.0/4.0 Jun 2020-Aug 2023
Thesis: Multimodal Spoken Unit Discovery with Paired and Unpaired Modalities
Advisor: Mark Hasegawa-Johnson

University of Illinois Urbana-Champaign Urbana, IL
Master of Science, Electrical and Computer Engineering, GPA: 3.95/4.0 Aug 2018-May 2020
Thesis: A Translation Framework for Discovering Word-like Units from Visual Scenes and Spoken Descriptions
Advisor: Mark Hasegawa-Johnson

University of Illinois Urbana-Champaign Urbana, IL
Bachelor of Science, Electrical Engineering, GPA: 3.94/4.0 Aug 2014-Aug 2018

HONORS & AWARDS
• Robert T. Chien Memorial Award for Electrical Engineering (2023)
• Best Presentation Award: CSL Student Conference (2022)
• Rambus Scholarship for Computer Engineering (2020)
• Full-Tuition Teaching Assistantship (2018-2020), Research Assistantship (2020-2023)
• UIUC Highest Honors (2018)
• Dean’s List (2015 - 2018)

RESEARCH AND WORK EXPERIENCE
Massachusetts Institute of Technology Cambridge, MA
Postdoctoral Associate, Spoken Language Systems Group Sept 2023-
Meta AI Menlo Park, CA
Research Intern, AI Speech Team May 2022-Sept 2022
Beckman Institute, University of Illinois Urbana Champaign Urbana, IL
Research Assistant, Statistical Speech Technology Group Jan 2020-Aug 2023
University of Illinois at Urbana Champaign Urbana, IL
Visiting Scholar, BLENDER Lab Aug 2020-Aug 2023
University of Illinois Urbana Champaign Urbana, IL
Teaching Assistant, ECE 110: Introduction to Electronics,
ECE 313: Probability with Engineering Applications and ECE 543: Statistical Learning Theory Aug 2018-May 2020
Carnegie Mellon University Pittsburgh, PA
Research Assistant, Language Technology Institute Jun 2017-Aug 2017

SELECTED PUBLICATIONS

[1] Liming Wang∗, Junrui Ni∗, Heting Gao∗, Kaizhi Qian, Yang Zhang, Shiyu Chang and Mark Hasegawa-Johnson. Unsu-
pervised Text-to-Speech Synthesis by Unsupervised Automatic Speech Recognition. Interspeech, 2022.

[2] Liming Wang, Mark Hasegawa-Johnson and Chang Yoo. A Theory of Unsupervised Speech Recognition. ACL, 2023.

[3] Liming Wang, Junrui Ni, Heting Gao, Jialu Li, Kai Chieh Chang, Xulin Fan, Junkai Wu, Mark Hasegawa-Johnson and
Chang D. Yoo. Speak, Decipher and Sign: Toward Unsupervised Speech-to-Sign Language Recognition. ACL (Findings),
2023.

[4] Liming Wang, Siyuan Feng, Mark Hasegawa-Johnson and Chang D. Yoo. Self-supervised Semantic-driven Phoneme
Discovery for Zero-resource Speech Recognition. ACL, 2022.

[5] Liming Wang, Xinsheng Wang, Mark Hasegawa-Johnson, Odette Scharenborg, Mark Hasegawa-Johnson and Najim De-
hak. Align or Attend? Toward More Efficient and Accurate Spoken Word Discovery using Speech-to-image Retrieval. IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2021.

https://lwang114.github.io
https://scholar.google.com/citations?user=DHO3xzgAAAAJ&hl=en
https://arxiv.org/abs/2203.15796
https://arxiv.org/abs/2203.15796
https://github.com/cactuswiththoughts/UnsupASRTheory/blob/master/paper/ACL2023_ASR_U.pdf
https://github.com/cactuswiththoughts/UnsupSpeech2Sign/blob/master/paper/ACL2023_speech2sign_U.pdf
https://aclanthology.org/2022.acl-long.553
https://aclanthology.org/2022.acl-long.553
https://www.researchgate.net/publication/345007040_ALIGN_OR_ATTEND_TOWARD_MORE_EFFICIENT_AND_ACCURATE_SPOKEN_WORD_DISCOVERY_USING_SPEECH-TO-IMAGE_RETRIEVAL


TEACHING
• “6.8620: Spoken Language Processing”, Massachusetts Institute of Technology, spring 2024
• “ECE 543: Statistical Learning Theory”, University of Illinois Urbana-Champaign, spring 2020
• “ECE 313: Probability with Engineering Applications”, University of Illinois Urbana-Champaign, spring 2019
• “ECE 110: Introduction to Electronics”, University of Illinois Urbana-Champaign, fall 2018

PROFESSIONAL SERVICES
• Reviewer: Interspeech, Transactions on Audio, Speech and Language Processing (TASLP), Audio imagination (NeurIPS

2024 workshop)

SEMINAR/INVITED TALK
• “Unsupervised Text-to-Speech Synthesis by Unsupervised Automatic Speech Recognition”, invited speaker at the MIT

spoken language systems seminar, fall 2022
• “A DNN-HMM-DNN Hybrid Model for Discovering Word-like Units from Spoken Captions and Image Regions”, invited

speaker at the MIT spoken language systems seminar, spring 2022

ALL PUBLICATIONS (JOURNAL)

[1] Liming Wang, Mark Hasegawa-Johnson. Multimodal Word Discovery with Spoken Descriptions and Visual Concepts.
Transactions on Audio, Speech and Language Processing, 2019.

[2] Odette Scharenborg et al. Speech Technology for Unwritten Languages. Transactions on Audio, Speech and Language
Processing, 2020.

ALL PUBLICATIONS (CONFERENCE)

[1] Liming Wang, Yuan Gong, Nauman Dawalatabad, Marco Vilela, Katerina Placek, Brian Tracey, Yishu Gong, Fernando
Vieira, James Glass. Automatic Prediction of Amyotrophic Lateral Sclerosis Progression using Longitudinal Speech Trans-
former. Interspeech, 2024.

[2] Liming Wang, Mark Hasegawa-Johnson, Chang D. Yoo. Unsupervised Speech Recognition with N-skipgram and Positional
Unigram Matching. ICASSP, 2024.

[3] Liming Wang, Junrui Ni, Heting Gao, Jialu Li, Kai Chieh Chang, Xulin Fan, Junkai Wu, Mark Hasegawa-Johnson and
Chang D. Yoo. Speak, Decipher and Sign: Toward Unsupervised Speech-to-Sign Language Recognition. ACL (Findings),
2023.

[4] Liming Wang, Mark Hasegawa-Johnson and Chang Yoo. A Theory of Unsupervised Speech Recognition. ACL, 2023.

[5] Junrui Ni, Liming Wang, Heting Gao, Kaizhi Qian, Yang Zhang, Shiyu Chang and Mark Hasegawa-Johnson. Unsupervised
Text-to-Speech Synthesis by Unsupervised Automatic Speech Recognition. Interspeech, 2022.

[6] Liming Wang, Siyuan Feng, Mark Hasegawa-Johnson and Chang Yoo. Self-supervised Semantic-driven Phoneme Discovery
for Zero-resource Speech Recognition. ACL, 2022.

[7] Liming Wang, Mark Hasegawa-Johnson. A Translation Framework for Multimodal Spoken Unit Discovery. Asilomar
Conference on Signals, Systems, and Computers, 2021.

[8] Liming Wang, Shengyu Feng, Xudong Lin, Manling Li, Heng Ji, Shih-Fu Chang. Coreference by Appearance: Visu-
ally Grounded Event Coreference Resolution. The Fourth Workshop on Computational Models of Reference, Anaphora
andCoreference (CRAC), 2021.

[9] Liming Wang, Xinsheng Wang, Mark Hasegawa-Johnson, Odette Scharenborg, Mark Hasegawa-Johnson, Najim Dehak.
Align or Attend? Toward More Efficient and Accurate Spoken Word Discovery using Speech-to-image Retrieval. 2021
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2021.

[10] Liming Wang, Mark Hasegawa-Johnson. A DNN-HMM-DNN Hybrid Model for Discovering Word-like Units from Spoken
Captions and Image Regions. Interspeech, 2020.

[11] Liming Wang, Mark Hasegawa-Johnson. Multimodal Word Discovery with Phone Sequence and Image Concepts. Inter-
speech, 2019.

[12] Graham Neubig et al. XNMT: The eXtensible Neural Machine Translation Toolkit. Proceedings of the 13th Conference
of the Association for Machine Translation in the Americas, 2018.

https://github.com/lwang114/TASLP_2019
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=8998182
https://arxiv.org/pdf/2406.18625
https://arxiv.org/pdf/2406.18625
https://arxiv.org/pdf/2310.02382
https://arxiv.org/pdf/2310.02382
https://github.com/cactuswiththoughts/UnsupSpeech2Sign/blob/master/paper/ACL2023_speech2sign_U.pdf
https://github.com/cactuswiththoughts/UnsupASRTheory/blob/master/paper/ACL2023_ASR_U.pdf
https://arxiv.org/pdf/2203.15796.pdf
https://arxiv.org/pdf/2203.15796.pdf
https://aclanthology.org/2022.acl-long.553
https://aclanthology.org/2022.acl-long.553
https://lwang114.github.io/docs/limingwang_asilomar2021.pdf
https://www.researchgate.net/publication/355168520_Coreference_by_Appearance_Visually_Grounded_Event_Coreference_Resolution
https://www.researchgate.net/publication/355168520_Coreference_by_Appearance_Visually_Grounded_Event_Coreference_Resolution
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=9414418
https://www.isca-speech.org/archive_v0/Interspeech_2020/pdfs/1148.pdf
https://www.isca-speech.org/archive_v0/Interspeech_2020/pdfs/1148.pdf
https://www.isca-speech.org/archive_v0/Interspeech_2019/pdfs/1487.pdf
https://aclanthology.org/W18-1818/


[13] Odette Scharenborg et al. Linguistic Unit Discovery from Multimodal Inputs in Unwritten Languages: Summary of
the “Speaking Rosetta” JSALT 2017 Workshop. International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2017.

ALL PUBLICATIONS (UNDER REVIEW)

[1] Liming Wang, Yuan Gong, Marco Vilela, James Glass. Can Diffusion Models Disentangle? A Theoretical Perspective.
Under review for ICLR 2025.

[2] Junrui Ni, Liming Wang, Yang Zhang, Kaizhi Qian, Heting Gao, Mark Hasegawa-Johnson, Chang D. Yoo. Towards
Unsupervised Speech Recognition without Pronunciation Models. Under review, 2024.

https://arxiv.org/pdf/1802.05092.pdf
https://arxiv.org/pdf/1802.05092.pdf
https://openreview.net/forum?id=JjMRdXPpKQ
https://arxiv.org/pdf/2406.08380
https://arxiv.org/pdf/2406.08380

